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Introduction: exemples

e Données de population : y; ~ N(u,0) i=1,....N, iid.
e N = 1000, population finie

« Echantilon S de taille n = 200 = . = 0.2

e Nous souhaitons estimer la moyenne p.

e Considérons différents plans d'échantillonnage.
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Echantillonnage aléatoire simple sans remise

e Estimateur

71:%2}4

ieS
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Echantillonnage aléatoire simple sans remise

e Estimateur

)712%2)4'

i€eS
e Estimateur de variance
~2
~ n\ o 1 2
W= (1- )%, avecs? =T (-7
(¥) N) o avecd 1 (vi—7)

ieS
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Echantillonnage aléatoire simple sans remise

e Estimateur

}712%2%‘

i€S
e Estimateur de variance
~2
~ n\ o
V(y) := <1——>— avec 62 =

e V(y) sans biais?

Variance inconditionnelle
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Echantillonnage aléatoire simple sans remise

e Estimateur

)7::%2)4

i€eS

e Estimateur de variance

=2
V(o) — nyao o 1 o)
V(y) = (1 — N) o avec o= Z(y, —y)
1)
e V(7) sans biais?
[ — V(7) est biaisé! Relative bias = —20%
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Echantillonnage aléatoire simple avec remise

e Echantillon = n tirages indépendants

e Estimateur

}712%2%

i€S
e Estimateur de variance
~2
=S, g ~2 1 N2
\Y = — = p—
(¥) -, aveco 3 E (vi—7)

ieS
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Echantillonnage aléatoire simple avec remise

Echantillon = n tirages indépendants

[ ]
e Estimateur
_ 1
y = - ZYi
i€S
e Estimateur de variance
~2
~ o 1 2
V(y) = — 52 = =y
() -, aveco 3 Z(y, 7)

~

e V(y) sans biais?
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Echantillonnage aléatoire simple avec remise

e Echantillon = n tirages indépendants

e Estimateur

}712%2}0

i€S
e Estimateur de variance
~2
~ ok =R 1 2
V(y) .= — 2 = i — y
(7)i= 1 avecd®i=—=5 5 (=)
€S
. \7(}7) sans biais?
[ — V(y) est biaisé!
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Echantillonnage de Poisson

e Echantillon = sélectionner chaque unité avec une probabilité n/N
indépendamment.

e Estimateur

<

= %Zy,'

i€S
e Estimateur de variance

= () 257

i€eS
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Echantillonnage de Poisson

e Echantillon = sélectionner chaque unité avec une probabilité n/N
indépendamment.

e Estimateur
_ 1
y = - Z}/i
i€S
e Estimateur de variance
~ _ . n ]. 2
0= (1) p 2
1

. %7()7) sans biais?
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Echantillonnage de Poisson

e Echantillon = sélectionner chaque unité avec une probabilité n/N
indépendamment.

e Estimateur
_ 1
y = " Z}/i
i€S
e Estimateur de variance
Ty ny 1 2
V(y) = (1 - N) nz;%’
1

o V(y) sans biais?

[ — V(7) est biaisé!
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Echantillonnage aléatoire simple sans remise

e Ignorons la “Correction pour population finie":
— Estimateur de variance
A~ A2

— O. 1 Y - ~ - 1 .
V(y) := —, c'est-a-dire, méme estimateur qu’avec remise
n

o ls @(}7) sans biais?
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Echantillonnage aléatoire simple sans remise

e Ignorons la “Correction pour population finie":
— Estimateur de variance
A~ A2

— g ) N A . ) .
V(y) ;= —, c'est-a-dire, méme estimateur qu'avec remise
n

o Is V(y) sans biais?

— V() est sans biais!
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Echantillonnage aléatoire simple sans remise

e Ignorons la “Correction pour population finie":

— Estimateur de variance

A~ A2

- g ) T A . , .
V(y) := —, c'est-a-dire, méme estimateur qu’avec remise
n

o ls @(}7) sans biais?

[ — V(y) est sans biais!

e Malgré que
> Echantillonnage sans remise
> Nous avons une fraction d'échantillonnage importante (n/N = 0.2)
> La population est finie (N = 1000). Cependant, pas de “correction de
population finie"
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Je reviendrai sur ces exemples plus tard.

Considérons une “approche inconditionnelle” .
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Approche inconditionnelle
e Une distribution £ qui génere les données de population:
)T

Y =, ..,¥i--.,yn) ~ distribution ¢

{»,-...,yn} ne sont pas nécessairement i.i.d.

e On pourrait qualifier £ de “modéle” au sens général.

Le plan d’échantillonnage P(s) spécifie la distribution de
I'échantillon S, qui pourrait étre informatif

e Deux processus aléatoires:
Une distribution & qui génere Y
Une sélection aléatoire d'un échantillon S C U ={1,...,N}

e Approche hybride basée sur I'échantillonnage et un “modéle”
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Approche inconditionnelle

e Deux parametres cibles possibles :

P spécifié par la distribution &, par exemple 0 est |'espérance de la
distribution £

1
» 6Oy une fonction de Y, par exemple Oy = N Zy,-
ieu

e Estimation ponctuelle: Un estimateur 6 sans biais (sous le plan
d'échantillonnage) de Oy est généralement sans biais pour 6:

E.Ep[6 | Y] = E.[0n] = 60

e Pour I'estimation de variance, la distinction entre 6y et 6y est
cruciale
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Approche inconditionnelle: 8y est la cible

e Soit 0 un estimateur sans biais (sous le plan d'échantillonnage) de Oy

e |a variance inconditionnelle:
V(0 — Oy) =EVp(6 — 6y | Y) + V.Ep(6 — 6y | Y)
=E.Vp(8 — 6y | Y)+0
=EVp(6 | Y)

e Tout estimateurs de variance sans biais Vp(0 | Y') basé sur le
plan d’échantillonnage, est un estimateur sans biais de la
variance inconditionnelle

EEp[Vo(8| Y)| Y] =EVp(0 | Y)=V(6 — 6y)
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Approche inconditionnelle: 8y est la cible
e Une approche basée sur le plan d'échantillonnage est valable

e On constate que la distribution/modele ¢ est ignorable, puisque &
ne joue aucun role dans |'estimation de la variance.

e Notez que les y; sont des variables aléatoires !

» La caractéristique principale des approches basées sur le plan
d'échantillonnage est le fait que Gy est la cible

> Le fait que les données Y (les y;) soient fixes (pas aléatoires)
n'est pas la caractéristique principale des approches basées sur
le plan d’'échantillonnage !

\.

e Puisque nous estimons Vp(§| Y), les données Y peuvent étre
considérées comme fixes, du fait du conditionnement. Cela ne
signifie pas pour autant que les données Y sont fixes (et non
aléatoires) !
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Exemple: quantiles

e |'estimation de la variance d'un quantile o implique une linéarisation

(7~ T (3 2),

ol z; = m{5(Yi < ?a — Oé}

e f(-) est la densité de la distribution de y;.

Densité = Les y; sont aléatoires et non constantes.
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Approche inconditionnelle: échantillonnage non-informatif
e Echantillonnage non-informatif: Y 1L S, c'est a dire £ et P(s) sont
des processus indépendants:

e Soit 6 un estimateur sans biais sous le modele de 6, qui pourrait étre
0/\/ ou 00.

e ¢ et P peuvent étre inversés:

V(0 —0)=EpV.(6—6|S)+ VpE.(6—6|5)
—EpVi(6—6]5)+0

e Tout estimateurs de variance sans biais V(6 — 0 | S) basé sur
un modele, est un estimateur sans biais de la variance
inconditionnelle

~ ~

EpE[V(6—0]S)| Y]=EpV.(0-6|Y)=V(0—8)
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Approche inconditionnelle: échantillonnage non-informatif

e Une approche basée sur un modele est valable

e On constate que le plan d’échantillonnage P(s) est ignorable, car
P(s) n'intervient pas dans |'estimation de la variance.

e Notez que I'échantillon reste une variable aléatoire !

» La caractéristique principale des approches basées sur des
modeles est I’échantillonnage non informatif.

» Le fait que les données S ne soient pas aléatoires n'est pas la
caractéristique clef des approches basées sur des modéles !

e Puisque nous estimons Vg(g— 6| S), I'échantillon S peut étre
considéré comme fixe, du fait du conditionnement. Cela ne signifie
pas pour autant que |'échantillon S est fixes (et non aléatoires) !
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Approche inconditionnelle: échantillonnage non-informatif

e { peut impliquer un modele de régression pour les données Y afin
d'estimer V;-(O 0 | S), par exemple pour I'estimation de petits
domaines ; mais le modéle régression n'est pas la caractéristique
principale.

e La caractéristique principale de I'approche basée sur un modele n'est
pas la modélisation par régression, mais I'échantillonnage non
informatif.

e Les approches basées sur des modeles devraient étre appelées
“échantillonnage non informatives" pour mettre en évidence la
caractéristique clef
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Approche inconditionnelle: échantillonnage non-informatif

e Sous un échantillonnage non informatif, nous pouvons estimer 6y
(prédiction) ou 6.

e Lorsque Oy est la cible, cela ne signifie pas que nous devons envisager
des approches basées sur un modele (non informatives) !
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Approche inconditionnelle: échantillonnage informatif

e Nous ne pouvons pas échanger £ et P, c'est-a-dire que nous
utilisons V = E.Vp + E.Vp, et pas EpV, +EpV,

e Lorsque la cible est 6y: = approches basées sur le plan
d’'échantillonnage
V(0 —Oy) =EVp(0 — Oy | Y) + V.EA(0 — Oy | Y)
=EVp(0 — Oy | Y)+0
Probleme résolu lorsque la cible est @)y, inutile d'en discuter
davantage.

e Cibler 6y est plus approprié lorsque I'on s’intéresse a une inférence
descriptive.

e Inférence analytique : que signifie By 7 Og est plus logique.
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Approche inconditionnelle: échantillonnage informatif
e Lorsque 6 est la cible:
V(0 —60) =EVp(0— 00 | Y)+ VEp(6— 6o | Y)

Maintenant V;Ep(g— 60| Y) # 0! Les estimateurs de variance
traditionnels basés sur le plan d’'échantillonnage sont biaisés !

Contribution : Estimation de la variance sous échantillonnage
informatif, lorsque 6 est la cible.

e |l existe de nombreuses situations ou la cible devrait étre 6g:
> 0 est un paramétre de régression (inférence analytique)
» Estimation de petits domaines
> Estimation de quantiles?
> Lorsque 6y = E.Ep(0). Indice des prix a la consommation?
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Exemples de I'introduction

° yi~ N(p,o0)
o 1
e La cible était 0y = u, et non Gy = N Zy,-
el
—> l'estimateur de variance sous le plan d’échantillonnage sont

biaisés

e Sous un échantillonnage aléatoire simple sans remise:

9 = 1 Zy; estimateur sans bias de g = p
n i€S
PN 52 N
V(@) = o estimateur sans biais de V(6)
V(O) = E[Ve(0|Y)] +V[Ep(9 | Y)]:
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Echantillonnage aléatoire simple sans remise
o yi~ N(u,0)iid

e Vp(d | Y) = (1— ”)5: ol §2 = T S i — )’

N S N-—1+4
ieU
. 2 2 2
e EVp(0 |Y) = (1 - %)% = 07 - UN, car Og = 1 est la cible
o ViEp(6 | Y) = Ve(tv) =
V(@) = E[Ve(0|Y)] +V[Ep(d | Y)]
o2 o2 2 42
= _7_‘_7 —

e La correction pour population finie disparalt a cause de
VEp(D | Y)
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Echantillonnage aléatoire simple sans remise

o Le terme (1 — n/N) est la principale raison du biais de I'estimateur de
variance basé sur le plan

e Le biais est —0?N~1 = —Vng(a) a cause du terme (1 — n/N)

e L’interprétation correcte de (1 — n/N) est

~

Le role du terme (1—n/N) est de réduire la variance de V,.Ep (6 ),
afin de compenser le fait que la quantité d'intérét est Gy, plutot
que g
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Correction de population finie?

e Cette correction n'est pas due au fait que N soit fini, car (1 — n/N)
doit étre remplacé par 1, lorsque 0y est le paramétre cible, méme
lorsque N est fini.

e Cette correction est nécessaire lorsque Oy est le parametre cible.

e Qualifier (1 — n/N) de “correction de population finie” est
trompeur, car cela n'a rien a voir avec le fait que N soit finie.
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Correction de population finie?

e Qualifier (1 — n/N) de “correction de population finie” est
trompeur

7

Nous devrions |'appeler “Correction de population fixe". Le
terme “fixe" est utilisé pour souligner que la correction doit étre
appliquée lorsque 6Oy est la cible et que nous devons utiliser une
variance conditionnelle étant donné Y, en traitant les données
Y comme fixes.

\

e "“Correction pour grande fraction d’'échantillonnage” est aussi adéquat

e “L’inférence en population finie" doit &tre comprise comme le fait que
On est la cible et que Y est considéré comme fixe (conditionnement
sur Y). L'expression “inférence en population fixe" est plus
appropriée
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Généralisation

e Les principes développés jusqu'a présent s'appliquent a des plans
d’échantillonnage plus élaborés, tels que
> Echantillonnage a probabilité inégale sans remise
> Echantillonnage stratifiée
> Echantillonnage a plusieurs degré
> Echantillonnage systématique ordonné

Nous supposons un échantillonnage informatif

Inférence analytique, car nous nous intéressons a g

Extension aux variables auxiliaires : voir |'article

Echantillonnage de Poisson informatif : voir I'article
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Echantillonnage a probabilité inégale sans remise

e (yi, )" ~ distribution bivariée ¢
e Oy est la solution (supposée unique) de

Ec[g(y.0)] =0 iff 0 = 0o

-~

0 solution (supposée unique) de I'équivalent empirique

Fo) =Y Taln0)=0

ies !

Soit 0i ‘= g(y;,&o).

m; et p; peuvent étre dépendant (échantillonnage informatif).
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NS
Hypotheses

N/n < oo est borné, lorsque n — oo
d Z:ZW;(I —’/T,') — 0
el
—1 1-4;
7TU:7T;[7TJ'{1—[1+O(1)](1—71';)(1—7Tj)d }] ,
ol ¢j; est le delta de Kronecker
Entropie élevée. Expression la plus courante pour m;; (Héjek, 1964)
Indépendance ¢; 1L g; et 7; 1L 7}, pour i # j, ol o; := g(yi, bo).
Indépendance entre les p;, pas entre les y; !
1
N ZVE(Qi) < o0
ield
i = T}, a.S. Vl',j‘

Hypotheéses asymptotiques standard dans un contexte de population
finie
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Estimation de la variance

e Considérons I'estimateur de variance de Hansen & Hurwitz
(1943):

~ 1 s 1 1 2
VO] =Y 80007 — {3 —ali)}
iesS ! i€eS
e Asymptotiquement sans biais:

% {EgEP@[F(Go)] — V[F(ao)]} — o(1)

e Il n'est pas nécessaire d’estimer séparément
EVp[I'(0) | Y] et VER[M(0) | Y]

= Théoreme de Taylor:

76) = {0} @),
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L'estimateur de variance de Hansen & Hurwitz (1943)

e L'estimateur de variance de Hansen & Hurwitz (1943) est sans biais
sous le plan, lorsque I'échantillon est sélectionné avec remise et que
Oy est la cible.

e Cependant, lorsque 6y est la cible, cet estimateur est biaisé sous un
plan d'échantillonnage avec remise

e Cet estimateur n'est pas limité a I'échantillonnage avec remise

e Il est asymptotiquement sans biais sous échantillonnage
sans remise avec de grandes fractions d’échantillonnage,
lorsque 6y est la cible
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L'estimateur de variance de Hansen & Hurwitz (1943)

e L'absence de FPC et de 7j; n'est pas due au fait que n/N est
asymptotiquement négligeable, ni 3 une hypothese “avec remise’

e La variance est asymptotiquement sans biais car fy est la cible

e Interprétation de 7;;:

Les ;; sont nécessaires lorsque 6y est la cible, et non parce que
la population est finie
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Echantillonnage stratifié a plusieurs degrés
e Un échantillon S de n grappes est sélectionné sans remise avec des

probabilités inégales 7;

e Au sein de chaque grappe U; échantillonnée (i € S), un échantillon S;
de m; unités est sélectionné

J

(O 0000
() 0000
le) 0000
(@) 000Q
(O ) (OO0 O)
0000 0000
0000 0000
0000 \©C 00
(000 O) (OCOO)
0000 0000
0000 0000
(efe]ele) \0C 00

Strata 1 Strata 2 ‘
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Echantillonnage stratifié a plusieurs degrés

o Oy € R% est défini par une “condition de moment multivariée”
c'est-a-dire

Eﬁ{g(y79)} :Odgy 1ﬁ9:00,
e g(y,0) ¢ R% et 0, est le d-vecteur de 0.

e Le modele peut étre sur-spécifié, c'est-a-dire dg > dj, afin d'inclure
des contraintes de calibration (voir I'article).

e |’'estimateur ponctuel 0 est la solution de

T(0) =Y ~5(0) = 0o,

. 1 .
pl(e) = Z ?g-j‘l(e)’ gj|l(0) = g(.YJ70)7 pour j € uia
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Estimateur de variance stratifié “grappe ultime” de
Hansen & Hurwitz (1943)

H
V{T(0)} ==Y V{Th(®)}, avecTy(0):=>_ %ﬁ,(e),
h=1

ol
TTWO)} = Y 55(0)5(0)

T

1

— —TH(6)Th(O)",
np

e Asymptotiquement sans biais = Théoréme de Taylor:
ca fODO)  \loaan fOT(O)) 1T
V(o) '_{ 90 )9:5} ViT©)} { 00 9:5} '

e Inutile d’estimer les variances a l'intérieur des grappes (Gustave
(Chevalier & Richer, 2023)), méme lorsque n/N est grand
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Hypothese clef pour I'absence de biais asymptotique

¢ Indépendance entre les grappes, c'est-a-dire
gj1i(60) 1L gyx(00) et mi L m, V j € U, £ € Uy et i # k.
avec gji(0) == g(y;,0)
e Nous pourrions avoir une dépendance au sein des grappes
e Entropie élevée (Héjek, 1964)

e |l n'est pas nécessaire d'utiliser des effets aléatoires ni d'estimer la
variance au sein des grappes
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Ordered systematic sampling

e S'il y a une tendance, alors les y; ne peuvent pas étre i.i.d.

e L’hypothese d'entropie élevée est erronée, car certains des 7;; sont
nuls

e Une solution consiste a sur-spécifier la fonction d’estimation en se
basant sur un modele de tendance, tel que :

yi = o9+ Lifo + e,

ou ¢; est le label a I'intérieur de U de I'unité i € S
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Echantillonnage systématique ordonné
e Une fonction d’estimation sur-spécifiée peut étre utilisée,
c'est-a-dire

g(ylaa) = {5(_)//, M—i_a—i_,u@ﬁa (yn ) E,-e(y,-,@)}T,

avec
5()/i70) =Yi—a— EB?

T
= (n, o, B)

we = (N )/2, la moyenne de la population des ¢;,

to :=E(y), le paramétre cible,

(0, 80)"  un parametre de nuisance
e g(yi,0p) sont i.i.d., malgré le fait que les y; ne soient pas i.i.d.

e |'échantillonnage systématique aléatoire et I'échantillonnage
systématique ordonné sont équivalents, car i.i.d.
— Entropie large = variance de Hansen & Hurwitz (1943)
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Numerical example

Yi ~ N(].O,Sd = 2) = 90 =10

e p(S) = échantillonnage de Chao
n

e n =100, 0.05§f:N<0.7

e 0 < cor(yj,m;) < 0.9

Population finie N = n/f
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Biais relatifs

cor(yj,mj) = 0.4

_° o 0 o - o ]

S o o—9

g ~

2 N

E o.

7 o -~

g g4 ~.

@ ! O\__

2 T~

K e.

T .

3 I

3 o °

B ¥ T~

o S

2 “os

= ~

T Sa

4 ~.

s o,
@ e
N
Te

T T T T T T T
0.1 0.2 0.3 04 05 058 0.7

Sampling Fractions

Variance de Hansen & Hurwitz (1943)
Variance de Horvitz & Thompson (1952): Vp(¢)
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Biais relatifs pour différentes corrélations

La corrélation n'a aucun effet sur les biais.

. P

Relative Bias Variance estimator (%)

T T T T T T T
0.1 02 03 04 05 06 07

Sampling Fractions

Variance de Hansen & Hurwitz (1943)
Variance de Horvitz & Thompson (1952): Vp(6)
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Echantillonnage a deux degrés

e Données générées a partir d'un modele a effets aléatoires
Vjji = a0 + Boxjji +€jji,  avec j € Ui et ag = fo =1,

Ej‘,' = u; + €ji+

e Supposons que nous souhaitions tester Ho : 6o = 6 contre
H,: 69 # 8, ot 8 = (1,1)T. Niveau a = 5%

e Statistique de pivot:
r(8) :=T(8) ' V{L(6)} 'T(9)

tend en distribution vers une distribution y? avec dy degrés de liberté,
sous Hp.

e Plus simple que les ajustements de Rao & Scott (1987)

Berger (Univ. Southampton) Variance inconditionnelle 12 février 2026



Echantillonnage & deux degrés. Tailles observées (%)

f=n/N
Statistique de test p 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Proposé 0.0 61 63 55 59 45 55 61 538
0.2 56 53 51 52 44 59 55 54
0.4 667 43 63 53 49 56 50 5.1
0.6 51 55 62 63 60 61 50 51
0.8 56 43 57 56 56 56 54 438
0.9 45 46 43 68" 62 56 49 55
Rao & Scott 1 0.0 56 657 52 55 44 55 56 5.0
0.2 56 53 53 40 59 51 60 54
0.4 6.6 59 71t 70" 55 83" 82 57
0.6 657 7.1t gof 83f 7.1t 86f 697 o98f
0.8 8.1t 6.47 83" 920 78" 81f 96f 8.0f
0.9 6.1 82f 7a4f g5t g5t 78" 83F 85f
Rao & Scott 2 0.0 56 657 52 55 44 55 56 50
0.2 56 53 367 32 59 51 60 54
0.4 6.6f 357 7.1f 70t 3.1F 83F7 82f 34f
0.6 657 7.1t gof 83f 7.1t 86f 697 o98f
0.8 8.1t 24t g3f 92f 78F g81f o967 8.0f
0.9 6.1 82f 32f g5t g5t 78" 83F g5f

T Taille significativemeﬁt différente de 5%: p-valeur < 0.05.
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Echantillonnage systématique ordonné

yi=5+ (i —1)(N—-1)"1 4+ ¢;, oti g; ~ N(0,0) i.i.d.

C'est-a-dire y; suit une tendance linéaire.

La valeur différente de o permet de contrdler la force de la tendance

Les corrélations p,, entre 7; et y; sont de 0,2, 0,4 et 0, 7.

e n=500

Population de taille N = round(n/f), ou f = 0.05, 0.2 et 0.4.
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Biais relatifs pour différentes corrélations: n/N = 0.05
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Variance de Hansen & Hurwitz (1943) surspécifié
Variance de Hansen & Hurwitz (1943)
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Biais relatifs pour différentes corrélations: n/N = 0.2

Relative Bias (%)
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Biais relatifs pour différentes corrélations: n/N = 0.4
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Couvertures pour différentes corrélations: n/N = 0.05
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cor(yi,pi)=0.2
cor(yi,pi)=0.0
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Couvertures pour différentes corrélations: n/N = 0.2
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Couvertures pour différentes corrélations: n/N = 0.4
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Conclusion

e Le choix entre les approches basées sur le plan et les approches basées
sur les modeles ne doit pas étre guidé par

P Le fait que I'on suppose les y; fixes ou aléatoires

» Le fait que I'on traite I'échantillon comme fixe ou aléatoire

e Ces questions sont hors de propos
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Conclusion

Deux questions clefs:

» L'échantillonnage est-il informatif ?

» Quel est le paramétre cible ? Gy ou 6y ?
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Conclusion

Deux questions clefs:

> L'échantillonnage est-il informatif 7

» Quel est le paramétre cible ? 6y ou 6y ?

° : variance basée sur le
plan, si la cible est Oy ou variance basée sur le modele (avec des
hypotheses de distribution supplémentaires) si la cible est 6y ou 6
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Conclusion

Deux questions clefs:

» L'échantillonnage est-il informatif ?

» Quel est le parameétre cible ? Gy ou 6y ?

° . variance basée sur le
plan, si la cible est 6y ou variance basée sur le modele (avec des
hypotheses de distribution supplémentaires) si la cible est Oy ou 6y

= Variance traditionnels basés sur le plan (Gustave (Chevalier &
Richer, 2023))
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Conclusion

Deux questions clefs:

> L'échantillonnage est-il informatif 7

» Quel est le paramétre cible ? 6y ou 6y ?

° . variance basée sur le
plan, si la cible est Oy ou variance basée sur le modele (avec des
hypotheses de distribution supplémentaires) si la cible est 6y ou 6

= Variance traditionnels basés sur le plan (Gustave (Chevalier &
Richer, 2023))

e Si I’échantillonnage est informatif et la cible est 6y
— Variance de Hansen & Hurwitz (1943)
= Variance basé sur le plan n'a aucun sens et est beaucoup plus
compliquée
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Conclusion

~

Le role du terme (1—n/N) est de réduire la variance de V,Ep (6 ),
afin de compenser le fait que la quantité d'intérét est 6y, plutot
que g

e Qualifier (1 — n/N) de “correction pour population finie" est
trompeur, car cela n’a rien a voir avec le fait que la population est
finie.

e Nous devrions I'appeler “correction de population fixe”. Le mot
“Fixe" est utilisé pour souligner que la correction doit étre utilisée
lorsque Gy est la cible et que nous devons utiliser une variance

conditionnelle étant donné Y, en traitant les données Y et By comme
étant fixes

e Le fait que N soit fini est sans importance

Berger (Univ. Southampton) Variance inconditionnelle 12 février 2026



Autres sujets abordés dans |'article

e Variables auxiliaires

e Variance de I'estimateur de régression tenant compte de |'estimation
du paramétre de régression

e Echantillonnage informatif de Poisson
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