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Context: For some years now, multispectral sensor devices are attracting growing interest, as they 
sample the incoming light from the scene in several, about 10 or less, infrared or visible wavelength 
bands. In order to optimize spectral bands for applications such as anomaly detection, one must 
properly describe the background texture and account for the dispersion induced by uncertainty on 
input data, such as meteorological conditions, and for targets variability. Anomaly detection 
algorithms aim at identifying areas or pixels of the image which significantly differs from the 
background. The anomalies can then be analyzed in a more thorough way, in order to assess if they 
really correspond to the targets of interest.  

Description: The objective is twofold. First, we wish to extend Gaussian mixture models proposed for 
textured multispectral backgrounds in François Weber PhD (2014-2017) thanks to kernel methods, 
in order to measure the gain obtained by considering simultaneously spectral and spatial 
informations within an anomaly detection method. For this purpose, we will adapt Maximum Mean 
Discrepancy methods [1-2], widely used for two-sample hypothesis testing and change detection, to 
textured backgrounds. This will require proposing an estimation algorithm for Gaussian mixture 
models in a reproducing kernel Hilbert space. The input of these models for anomaly detection will 
then be evaluated on several multispectral datasets.  

Second, starting from Florian Maire PhD results (DGA PhD prize 2016) obtained by considering 
simultaneously spectral and spatial variability of targets and background within an anomaly 
detection method [3], the candidate will have to propose new criteria for robust selection of optimal 
spectral bands. This issue is a key point for designing future multispectral sensor devices, but is still 
little explored in the literature. Bands selection algorithms have been more and more studied over 
the last decade, and can take into account the intended application (mostly classification) in the 
optimization step, but few methods consider merging highly correlated neighboring bands, and there 
is almost no concern in the literature about target and background variability.  

A promising way will consist in adapting some measures used for robust optimization under 
uncertainty, such as quantiles, to anomaly detection criteria. One could also combine multiple 
optimization criteria, and take advantage of existing evolutionary algorithms for multidisciplinary 
design optimization. Bagging methods [4] could also enable to obtain more robust results. 

Deliverables and expected outcomes:  

New algorithms for anomaly detection on multispectral textured background + publication. 

Bands selection optimization accounting for uncertainties + publication. Robust selection of optimal 
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spectral bands is a key point for designing future multispectral sensor devices. 
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