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Yannig Goude∗, Olivier Wintenberger†

Position description

The candidate should start in October 2022. The position will be held at Sorbonne University
and will long for 1 year. The salary is approximately 60 000 euros gross per year. The position is
supported by the ANR T-REX and EDF R&D. The candidate will have to implement and apply
the algorithm in R or Python on electricity data.

State of the art: Robust Online Aggregation of Experts

Initiated by Bates and Granger (1969), combination of forecasts is a powerful tool for predictive
learning tasks (see e.g. Bennett et al. (2007)). On the last decade, ensemble methods and ag-
gregation of experts have proven to be very efficient methods in the context of online time series
forecasting. It was applied to very different real world contexts such as, among others: finance
(Amat et al. (2018)), energy (Devaine et al. (2013), Gaillard et al. (2016), Nowotarski and Weron
(2018), Uniejewski and Weron (2018)), meteo (Taillardat et al. (2016), Thorey et al. (2017)) and
pollution forecasting (see Debry and Mallet (2014), Baudin (2015), Auder et al. (2016)). Many
arguments are in favor of aggregation of experts: the existence of different models designed to
forecast a similar quantity (e.g. the weather forecasting models in used in the different weather
institute in the world), the development of machine learning tools proposing more and more predic-
tive algorithms and the increase of data sets from different sources (sensors, iot, web...). As stated
in Breiman (2001) averaging models can lead to variance reduction inducing better generalization
errors and a key point is the diversity of the experts considered in the aggregation (see Brown
et al. (2005)). Coupled with robust online aggregation algorithms (see Wintenberger (2017)) this
leads to good forecasting performances even in adversarial environments.

Usually no hypothesis are set on the data generative process, allowing experts coming from
very diverse methods (different statistical setting, physical models, expert advice...). To forecast
yn+1 according to its past values y1, . . . , yn, we suppose to have access to a set of N experts
producing forecasts of the sequence at each instant t -usually these experts are also based on
some exogenous information X also observed online-. After that, aggregation is computed step
by step: ŷt =

∑N
j=1 p̂j,tŷ

j
t where the weights are updated according to past performances of

each experts. Many algorithms have been derived for that purpose since the seminal works of
Littlestone and Warmuth (1994), Freund and Schapire (1997) and Vovk (1998), among others, one
can cite Herbster and Warmuth (1998) where the fixed-share algorithm is proposed to track the
best expert changing with time, Devaine et al. (2013) extend it to the case of specialized experts
(experts activate during periods for which they are supposed to be designed), Gaillard et al. (2014);
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Wintenberger (2017) proposed online aggregation algorithms fully automatized in the sens that the
multiple learning rates are sequentially updated using past data. De Rooij et al. (2014) propose the
FlipFlop algorithm, a sequential prediction algorithm that performs well when the data generation
process is non-adversarial which is useful for many real data applications.

Description of the project: Online learning and Expert Design for Out-
of-Data Forecasting

Guided by real case application and following the idea that sequential prediction algorithm can
be improved in a non-adversarial setting, we proposed recently (see Adjakossa et al. (2020)) new
algorithms and theoretical guarantees in the case where the experts come from Kalman recursions,
fitting state-space models. We showed the interest of the approach for electricity consumption
forecasting and we believe that this technique could be useful in a lot of field where post processing
of expert forecasts by the mean of state space model could be done (e.g in the field of meteorological
forecasting Zamo (2016) extending state-space models to probability forecast).

Online aggregation of expert is classically based on convex aggregation of a given set of experts
”a-priori” given. To obtain good performances of the aggregation, it is recommanded to aggregate
”diverse” experts, coming for various methods and/or using different sources of information (see
Gaillard and Goude (2014)). In ensemble methods frameworks (random forest, boosting), it is well
known that increasing the diversity of the base learners improve the ensemble performance. This
can be done implicitly using boostrap as in the Bagging or explicitly by optimising some diversity
criteria to enforce base learners to be diverse Brown et al. (2005); Reeve and Brown (2018); Bourel
et al. (2020). In practice some improvements are made by Adjakossa et al. (2020) compared to
previous aggregation of experts since dynamical Kalman recursions have a random walk behaviour,
exploring the space in different directions. More precisely, the experts comes from a class of process
such as in Gourieroux and Robert (2006) that can be stable for some periods and explosive for
others in a random way.

This success for out-of-data prediction motivates the project since abrupt changes in dynamics
have been observed recently due to the pandemic situation. We will focus here on improving
forecasts in explosive and unstable periods. Our practical motivation is driven by improving
energy forecasting (renewable production or electricity consumption) during very difficult periods
such as extreme weather condition (cold and heat waves, atypical interseason). Another source of
unstability is churn (losses and gains of customers) in the case of electricity consumption or the
development of renewables production and self-consumption.

We propose to study aggregation for out-of-data prediction both in practice and in theory.
In order to do so, we believe that one has to extend the previous works to experts whose one
controls/quantifies their exploration of the space in a precise way. A way to generate diversity
is in the choice of the loss function. First we will study how to obtain diverse experts using
quantile/expectile losses (see Fasiolo et al. (2021) in the case of additive models, Antoniadis et al.
(2021) where quantile random forests where used to generate experts). We extend these idea to
the case where the experts are driven by a Generalized Extreme Value: e.g using Extreme Random
Forest or Gradient Boosting for extremes quantile regression as proposed in Gnecco et al. (2022)
and Velthoen et al. (2021), respectively, or considering GAMLSS with a GEV family (see e.g Wood
and Wood (2015), Youngman (2020) or Vandeskog et al. (2021)).

For both kind of experts we will study their prediction ability, i.e. accuracy and uncertainty.
Then we will use the uncertainty associated with each expert in the aggregation procedure. Doing
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Figure 1: Online weights attributed to 100 trees of a random forest in function of time. The random
forest is trained to forecast French electricity load during a normal period, a break (vertical black
line) occurs due to the COVID19 pandemic affecting the weight distribution.

so, we will focus on both aspect of expert generations and associated online aggregation algorithm
in the context of unstable forecasting. Another option is to extend experts extreme predictions
using some subsampling strategies. For instance generalized random forests can already produce
out-of-data quantiles predictions.

Such expert predictive extrapolation depends heavily on which level of the extreme we tuned
the expert. Therefore the aggregation also depends on how the experts were tuned. The novelty
of the project is to go in the opposite direction, using the aggregation score for tuning the experts.
More precisely, if some expert predictive extrapolation at a high level is loosing confidence weight
in the aggregation strategy, relying on this information one should change the extreme level used
for tuning the prediction. The approach will be summarized such as a change of measure; the
experts are predicting levels from a measure provided by their model. In a non-stationary setting,
the prediction will deviate from this distribution. The confidence weights of the aggregation will
be used as a proxy for this change of measure. When this change of measure is significative, one
will use this information for tuning accordingly the extreme level of the experts.

Applications and expected outcomes

We will consider 2 real data sets in this project:
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• RTE data of electrical consumption (see https://www.rte-france.com/fr/eco2mix/). It
consists in an open data set of electrical data from 2012 to now at an half-hourly resolution.

• EDF data. A private data set corresponding to total electricity consumption of EDF cus-
tomers from 2014 to now at an half-hourly resolution (subject to a confidentiality agreement).

In addition to these electricity data sets we will use meteorological data from Meteo France
(meteo stations in France including temperature, solar radiation and wind speed). On these two
datasets our goal is to improve forecasts at intraday (from 30 minutes to 24 hours) and daily
horizons, focusing on special periods such as cold and heat waves more generally atypical periods.

The expected outcomes are potentially 2 publications, one in a computer science conference and
one in a statistical learning/times series forecasting journal. It is also expected that the candidate
takes part in the different events organized by the ANR T-REX.
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